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Abstract 

Data mining techniques plays vital role in engineering, medicine and management sectors 
for the analysis of huge data. Computer aided algorithms supports the clinicians for 
disease diagnosis and surgical preplanning. This research work highlights the widely used 
data mining algorithms for tumor diagnosis, segmentation and classification. The findings 
reveal that many improvements can be done in the data mining algorithms for improving 
the accuracy. 
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1. Introduction 
The data mining has immense applications in image processing, statistics and robotics [1]. 
The role of data mining is inevitable in medical field for disease diagnosis and therapeutic 
planning. Huge amount of data is generated in medical field owing to the use of many 
instruments and equipment’s for disease diagnosis and treatment planning [1]. The signal 
processing and image processing algorithms are coupled with the data mining algorithms 
for practical applications [2]. In [3], applications of data mining in medical field were 
analyzed. The data mining has proved its efficiency in the areas of predictive medicine, 
customer relationship management and management of health care. A detailed study was 
performed highlighting the applications of data mining in medical data 
classification[3].The data mining algorithms are broadly classified into two categories; 
predictive and descriptive. For cancer diagnosis, data mining algorithms on an average 
produces accuracy greater than 90% and for IVF treatment cases; an accuracy of 70% was 
produced [4]. The role of data mining algorithms in decision making and precision 
diagnosis in medical field was described in [5]. Section ii highlights the related works of 
data mining algorithms in medical field. 
 

2. Related Works 
 

The flow diagram represents the classification of data mining algorithms. In predictive 
mining, data is used for prediction and forecasting is done based on the patterns identified 
by known results, where as in descriptive mining, the properties of the data are analyzed 
and does not have predefined targets. Parveen Khan et al analyzes various data mining 
techniques for the analysis of MR brain data sets. The  Decision Trees, Support Vector 
Machine, Artificial Neural Networks (ANN) and Fuzzy logic based techniques were 
analyzed and the results reveals that, it is difficult to judge a efficient single data mining 
algorithm [6]. The ANN based algorithms were found to be efficient for larger datasets 
and SVM approach was found to be efficient for smaller data sets. Data mining 
algorithms were found to be robust for cancer diagnosis based on the analysis of patient’s 
health records [7]. The Decision tree classifier was found to be efficient for the brain 
tumor detection and classification, preprocessing was performed by median filter and 
association rules are applied for the extracted texture features [8]. An accuracy of 96% 
and sensitivity of 93% were obtained by the incorporation of association rules in decision 
tree classifier. The feed forward neural network based segmentation of white matter, grey 
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matter and cerebro spinal fluid yields efficient results, when compared with the K-NN and 
Bayesian classifier [9]. The generalized eigenvalue proximal support vector machine 
(GEPSVM) with RBF kernel and feature extraction by stationary wavelet transform 
(SWT), optimization by principal component analysis (PCA) generates efficient 
classification results for MR brain images when compared with the classical techniques 
[10]. 

 
Figure 1: Classification of data mining algorithms 

 
The least square support vector machine classifier with multilayer perceptron efficiently 
classifies the brain tumor stages in MR brain images [11]. The preprocessing was 
performed by median filtering and feature extraction was performed by gray level co-
occurrence matrix. The generalized eigenvalue proximal SVM with feature extraction by 
weighted-type fractional Fourier transform (WFRFT) and optimization by principal 
component analysis (PCA) yields efficient classification results for MR brain images [12].  
The FCM along with SVM performs the automatic detection of brain tumor in MR brain 
images; feature extraction was performed by Grey level run length matrix (GLRLM) [13]. 
The genetic algorithm was coupled with SVM for brain tumor classification; feature 
extraction was performed by 2D Wavelet Transform and Spatial Gray Level Dependence 
Matrix [14]. A predictive linear regression model was proposed for the prediction of brain 
tumor, the training data was balanced by SMOTE oversampling technique [15].  The 
cross correlated K-nearest neighbor with feature extraction by gray level co-occurrence 
matrix efficiently performs the classification of breast MR images [16]. 
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The Nonnegative Matrix Factorization was found to be effective for reducing the 
dimensionality of data for brain tumor detection [17].In [18 ], a detailed analysis has been 
performed on the data mining algorithms for brain tumor detection in MR images of 
children. The MR data set comprising of 190 images were used; decision tree algorithm 
has best classification rate of 96.16%, while in terms of computation time, KNN is best 
having an execution time of 0.03 seconds. A novel data mining approach combining 
feature selection with ensemble-based classification was used for the brain tumor 
detection in patients’ health records [19]. The globally optimized Artificial Neural 
Network Input Gain Measurement Approximation (GANNIGMA) based hybrid feature 
selection that is Coupled d with an ensemble classification was used, ensemble 
classification improves the accuracy. The statistical analysis of the result was performed 
by regression technique. The SVM and ANN gives promising results for the detection of 
carcinogenic tissues in hyper spectral database of human beings [20]. The sensitivity and 
specificity of SVM classification was 92.61% and 92.44%, whereas for ANN based 
system, the sensitivity and specificity was 92.44% and 92.77%. 
 
The text and data mining has immense applications in genomics, pharmacogenomics and 
other medical fields [21]. The Multiple Kernel Learning with Adaptive Neuro-Fuzzy 
Inference System (MKL with ANFIS) based deep learning was applied for the diagnosis 
of heart diseases [22]. The MKL-ANFIS algorithm generates efficient results when 
compared with the Least Squarewith Support Vector Machine (LS with SVM), General 
Discriminant Analysis and Least Square Support Vector Machine (GDA with LS-SVM), 
Principal Component Analysis with Adaptive Neuro-Fuzzy Inference System (PCA with 
ANFIS) and Latent Dirichlet Allocation with Adaptive Neuro-Fuzzy Inference System 
(LDA with ANFIS algorithms. The MKL-ANFIS algorithm has sensitivity (98%), 
specificity (99%) and Mean Square Error (0.01) for the for the KEGG Metabolic Reaction 
Network dataset. In [23], various classification algorithms like Decision Table, OneR and 
DTNB are used for the analysis of liver disorder analysis. The DTNB data mining 
algorithm yields efficient results than other techniques; classification accuracy of 86.48% 
was produced, kappa coefficient was 0.85 and error rate was 0.2315. 
 
The brain disorder analysis was performed by Naive Bayes, Support Vector Machine, 
Random Tree and C4.5 data mining classifiers [24]. The SVM was found to generate 
efficient results when compared with the other algorithms. For optimum feature selection, 
principal component analysis (PCA), Runs filtering, Fisher filtering and Relief feature 
selectors are used. The SVM was found to generate an accuracy of 73.33% with Relief 
feature selector; MLC brain data set was used for analysis. In [25], neural network, KNN 
and .Bayesian classifier were used for the tissue segmentation and disorder classification 
in MR brain images. The neural network based system was found to be proficient, when 
compared with the other techniques. The 20 MR brain data sets were used, an accuracy of 
83% was generated by neural network based classification, while KNN and Bayesian 
classifier has 67% accuracy. 
 

3. Conclusion 
This research work analyzes widely used data mining algorithms for the disease diagnosis 
and treatment planning. The hybrid approaches were found to generate robust results, 
when compared with the classical methods. The outcome of this work will be an aid for 
researchers developing novel algorithms in data mining for medical applications. 
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