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Abstract

The article is based on ratio cum regression estimators using non —conventional parameters The
expression for MSE is derived. It has proved hypothetically as well as empirically by comparing MSE
and PRE’s that the revised class is enhanced than the existing estimator.

Keywords: Auxiliary variable, Bias, Mean Square Error (MSE), Percent Relative Efficiency (PRE’s).

1.Introduction

Many estimators have been given by various authors for improved estimation procedure. The
Ratio estimator was given by Cochran in (1940) while Murthy(1967) gave product estimator. The
latest references on ratio cum regression is given by ,Kadilar and Cingi (2004),Yan(2010).Yadav,
Mishra and Kumar(2014)(2015) (2016).

Consider a population of N distinct units and let (xl. >V ),i =1,2,3,...... n be a two variables of sample
of size n .Let X and Y be the population means and let X and y be the sample means of X and

Y respectively. Let p the correlation coefficient between the two variables
2. Notations

N = Size of the population

n = Size of the sample

X = auxiliary variable

Y =study variable

X,Y = populationmeans

X,y = sample means

S.,S, =standarddeviation
S, = covariancebetween xand y

X

C,,C, =coefficient of variation
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M , =median of auxiliary variable

p© = correlation coefficient between x and y

—
S? Regression coefficient of y on x
X

k=2
Y
B="2
z (xi - A_/)3
_ i=1
B = (N —1)(N -2)S’ Coefficient of Skewness,
N - 4
N(N+1)Y (%, -X) AN-1)
B, = = (N-1) Coefficient of Kurtosis,

(N-1)(N-2)(N-3)S} (N -)(N-2)

oD = O, 3 Q-0 ==L Quartile Deviation,

N T 1]

(N4 1)2 2 2§ ! X - Gini meansdiffeence
i=1 L a
NT -

(N 1) i —¥ X, - Downtown parameters
i=1 L B

Az, bability weishted
Spw—FE[ZZ—N—I]Xi-pro ability weighted moments

B(.) = Bias of the estimator
V(.) = Variance of the estimator
MSE(.) = Mean Square Errror of the estimator

3. Estimators in Literature

The estimator of population mean is given by,

n

Vi

i=1

I | =

:)_/:

It is unbiased and variance is given by,
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Vi) =+Ls:
" m

Cochran [2] gave the ratio estimator and is given as

=1 >

th=y

The bias(B) and mean squared error(MSE) of this estimator,is given by,

1-f 1

. 2
Bias (1) =~ 7(R1Sx ~pS.S,)
MSE (t,) == 1_”f (52 +RS2-2R pS,5,) )
Where R, = L
X

Following Abid ,Abbas ,Sherwani and Nazir(2016) for estimation procedure, a specific parameter as
ratio of correlation and skewness along with some non-traditional parameters is given as,

=§+b()_(—)_c)(z)—(+6)

(& +G6) @)
V+b(X -X)( =

P4 Sl D

n (& + D) (Z)H) @
_y+b(X—x)()?+Spw) 5)

2@ +S))

.y Y
where, 7 = /31

The biases(B.) and the mean squared errors(MSE) of proposed estimators are given by,

-7 S?

Bias(t,) == %%Rm,( j=123) "
1-

MSE(t,)) == Tf(Rijf +S2(1-pY) o

Yr Yr Yt
R, == == Ry=———
Where XT+G, XT+D, XT+Spw
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4.Proposed Estimator

We have extended the work given by Abid et .al (2016) by suggested three new improved class of
Ratio cum Regression estimators.

(X +G) BEHNE-F) o

L (&@+6) X ®

t;:(f+bg?—f»em{af+LM)_q ©)
X (x+D,,)

t*zw(ﬁ?+MR) (10)

(x + MR)
Suchthat ¢+ g =1

In order to get the bias(B.) and the mean squared error(MSE) for the proposed ratio estimator,

Let

¥x=X(1+e); 7=Y(l+e,) (11)
E(e,)=E(e,)=0
By =L e peny -l e,
n n

1-—
E(eOel) = Tfpcxcy

Therefore, expressing (8) in terms of (11),we obtain

t1

. aY (1+e))(X +G) f-a) a¥ (1 +e))+b[X —X(1+e,) e
(x+G) X(l+e)

_a¥Y(l+¢,)(X +G)
(X +G6)+ Xe,

+(1—a)|[F(+e)1+e)" +bXe, —(1+e,)"]

=a¥(1+e)(1+6e) " +Y(I1—e +e, —e,e,)—aY (a—ae, +ae, —ae,e,)—

bXe, +bXe! + abXe, — abXe,”)

The bias is obtained as
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B3, )=E@, -Y)

= E|[T(1+ ¢, + (aBK — BK -t — aB)e, + (@ —al ~1)eye, +(af+1-a + BK —aBK)e - T)|

1_f)7[(a—a9—1)prCx +(af® +1-a+BK —aBK)cj]
n (12)

The MSE 1is given by:
MSE(7,")=E(, -Y)’

=El17(1+e0 +(aBK—BK—a—a¢9)el+(a—at9—1)e0ey+(at9+1—a+BK—aBK)e12 —}7)J

= ﬂfz[cj +2(aBK —BK —a —ab*)pC ,C, +(aBK — BK —«a —aa)zcj]
n (13)

(24
Differentiate eq.(13) with respectto ~ we get

_(BK+1)C; - pC,C,
(BK +1-0)C:

Substituting gives the optimal MSE

MSE(t,") = %[Sj 1-p*)] (14)

And,expressing (9) in terms of e’s,we obtain

£ =7(l+eo)+b()?—)?(l+el))exp[ A+ Dy }—

X(1+e)+D,
=Y (1+e,)+bX —bX —bXe, exp|l + G, — 1]

= (Y(1+e,)—bXe, )1 -6, ] (15)

0= X
Where = z:Y-i—DM

Taking expectations and squaring above equation and ignoring higher terms more than two,we get
* N2 = = \2

E@t,-Y) :(Y(eo_‘gel)_bXel)
v 2 232 2 v v

= (V(e, —6e)] +b° X3¢ —27 (e, - 6, )(-bXE,)

= (72¢,> + 720%," — 27 eye, +b* X e, + 2TbXeye, — 27bX0e,’ )
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=(72C,} +720°C.7 ~2726pC,C, +b* X°C,” +20bXpC,C, ~20bX6C.") 1

On further simplification of eq.(16),we get mean square error(MSE)

MSE() = (V2C,> +726°C,> - 27°0pC,C, +b°X°C,* + 27hXpC,C, — 27bX6C, " )

_ S
I peerst o2 -0y
n N e
R sz e 82007
n (17)
R * ?T
2 Xz +D,,

Now ,expressing (10) in terms of (11),we obtain

‘ =)7(1+eo)+b()?—)?(l+el))[ X + MR }

X(1+e)+ MR
=Y(1+e,)+bX —bX —bXe,[1 + e, |

= (Y(1+e,)—bXe, )1 - e, ] (18)

g X
Where = 2y + 7m0

Taking expectations and squaring on both sides of eq.(18) and ignoring higher terms more than
two,we get

E(t; —-Y) = (7(60 —¢9e1)—b)7e1)2

= (V(e, — o)) +b>X e, =2 (e, — be,)(~bXE))

= (72, +720% 27 *eye, + b* X e’ + 2¥bXe,e, —27bX0e,’)

= (72C,? +770°C.> -2V 20pC,C, +b*X°C,* +27bXpC, C, - 2VHXOC,* ) (19

On further simplification of eq.(19),we get mean square error(MSE)
MSE() = (72C,> + 726°C.> ~2720pC, C, +b°X°C,* + 27hXpC,C, - 27bXOC,* )

l_f 202 o2 2 Sx
:T[R HSx‘l‘Sy—S—;]

X
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SRSt 52 p7]
" (20)
R * )72'
®  Xr+MR

5. Efficiency Comparison

The comparison is made between the mean square error(MSE) of the advised estimator with the
classical .

V(t,)-MSE(t)= ﬂsjpz >0
n

V(t,)—-MSE(t;)=S.p’ = R,S; >0

V(t,)-MSE(t;)=S;p* —R,S: >0

MSE(ty)— MSE(t;) = S;p* + R’S; —=2R pS.S, >0
MSE(t,)— MSE(t,) =[R}S} —2R,pS S 1-[R,S. - S; p*120
MSE(t,)— MSE(t;) =[RS 2R pS, S, 1-[R;,S; - S, p*120
MSE(t,,) — MSE(t;) =[R,,;S;1> 0

MSE(t,,) - MSE(t;) =[R ,S] —R,,’S?12 0

MSE(t,y)— MSE(t;) =[R ;S =R, S21>0

6. Numerical illustration

For calculating MSE,we have taken data of Murthy [1967] in which fixed capital is denoted by X
(auxiliary variable) and output of 80 factories are denoted by Y (study variable approved project).

Table 1: Data Statistics

Parameters Population Parameters Population
N 34 C, 0.7205

n 20 B, 0.0978

Y 856.4117 B 0.9782

X 208.8823 ™ 162.25

P 0.4491 MR 284.5
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M, 150 G 155.446
S 733.1407 D 140.891
C, 0.8561 S, 199.961
N 150.5059 DM 234.82

7. Conclusion

From the below table, we infer that the recommended estimators having less mean squared
errors(MSE)and higher PRE’s as compared to all classical estimators presented in the literature. So,

the suggested estimators are more competent than the other estimators.

Table 2.MSE of Proposed and PRE’s of the estimators.

Estimators MSE PRE’s
1 10749.8 100.00
n o
_X 10221.28 105.17
lp=y—
X
T+b(X =-%)/ — 9656.16 110.87
1 SRS iy _( ) rX+G)
(x+G)
~ )7+b()?—)_c)( _+D) 9741.5 110.35
p2 —
(x+ D)
y.,.b()?_f) _ 9347.3 115.00
= (X s,
(Zx +Spu)
. (1:X+G) ,B(y+b(X x)) — 8581.73 125.26
L=
(x+G) X
*=(J7+b(X_)_C))exp (KYJFDM)_I 9201.8 116.82
2 x (x+D,,)
« 9043.8 118.86
' w< X + MR)
(=x + MR)
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