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Abstract 

The article is based on ratio cum regression estimators using non –conventional parameters The 

expression for MSE is derived. It has proved hypothetically as well as empirically by comparing MSE 

and PRE’s that the revised class is enhanced than the existing estimator. 
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1.Introduction 

      Many estimators have been given by various authors for improved estimation procedure. The 

Ratio estimator was given by Cochran in (1940) while Murthy(1967) gave product estimator. The 

latest references on ratio cum regression  is given by ,Kadilar and Cingi  (2004),Yan(2010).Yadav, 

Mishra and Kumar(2014)(2015) (2016). 

Consider a  population of  N distinct units and let  ii yx , ,i=1,2,3,……n  be a two variables of sample 

of size n .Let X  and Y  be the population means and let x  and y be the sample means of X  and 

Y respectively. Let ρ the correlation coefficient between the two variables  

2. Notations 

population  theof SizeN
 

sample  theof Sizen
 

variableauxiliary X
 

Y study variable
 

means population, YX


 

means sample, yx
 

deviation  standard, yx SS
 

y andbetween x  covariance
yxS

 

yx CC , coefficient of variation 
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estimator  theof Bias(.) B
 

estimator  theof  Variance(.) V
 

estimator  theofErrror    SquareMean (.) MSE
 

3. Estimators in Literature 

The estimator of population mean is given by, 
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i
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It is unbiased and variance is given by, 
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Cochran [2]  gave the ratio estimator and is given as 

x

X
ytR   

The bias(B) and mean squared error(MSE) of this estimator,is given by, 

 yxxR SSSR
Xn
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      (2) 

Where 
X

Y
R 1  

Following Abid ,Abbas ,Sherwani and Nazir(2016) for estimation procedure, a specific parameter as 

ratio of correlation and skewness  along with some non-traditional parameters  is given as, 
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where, 
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The biases(B.) and the mean squared errors(MSE) of proposed estimators are given by, 

 3,2,1,
1

)(
2




 jR
Y

S

n

f
tBias pj

x
pj

      (6) 

 )1(
1

)( 222 


 yxpjpj SSR
n

f
tMSE

 (7) 

Where GX

Y
R p







1

, DX

Y
R p







2

, pw

p
SX

Y
R







3

 

 

International Journal of Management, Technology And Engineering

Volume 8, Issue X, OCTOBER/2018

ISSN NO : 2249-7455

Page No:836



 

 

 

4.Proposed Estimator 

We have extended the work given by Abid et .al (2016) by suggested three new improved class of 

Ratio cum Regression estimators. 
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Such that  1 
 

In order to get the bias(B.) and the mean squared error(MSE) for the proposed ratio estimator, 

Let  
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Therefore, expressing (8) in terms of (11),we obtain 
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The bias is obtained as  
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The MSE   is given by: 
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Differentiate eq.(13) with respect to 
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Substituting gives the optimal MSE 
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And,expressing (9) in terms of e’s,we obtain 
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 Taking expectations and squaring  above equation and ignoring higher terms more than two,we get 
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 (16) 

On further simplification of eq.(16),we get mean square error(MSE)   
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Now ,expressing (10) in terms of (11),we obtain 
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 Taking expectations and squaring on both sides of eq.(18) and ignoring higher terms more than 

two,we get 
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On further simplification of eq.(19),we get mean square error(MSE) 
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5. Efficiency Comparison 

The comparison is made between the mean square error(MSE) of the advised estimator with the 

classical . 
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6. Numerical illustration 

For calculating MSE,we have taken data of Murthy [1967] in which fixed capital is denoted by X 

(auxiliary variable) and output of 80 factories are denoted by Y (study variable approved project). 

Table 1: Data Statistics 

             

Parameters  

 

Population 

 

Parameters 

 

Population 

N  34 xC  0.7205 

n  20 2  0.0978 

Y  856.4117 1  0.9782 

X  208.8823 TM  162.25 

  0.4491 MR  284.5 
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dM  150 G
 

155.446 

yS  733.1407 D
 

140.891 

yC  0.8561 pwS
 199.961 

xS  150.5059 DM  234.82 

 

7. Conclusion 

From the below table, we infer that the recommended estimators having less mean squared 

errors(MSE)and higher PRE’s as compared to all classical estimators presented in the literature. So, 

the suggested estimators are more competent than the other estimators.  

Table 2.MSE of Proposed and PRE’s of the estimators. 
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