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Abstract: In this paper, we have proposed a new version of exponentiated Mukherjee-Islam 

distribution known as weighted exponentiated Mukherjee-Islam distribution. The distribution 

has four parameters (one scale and three shape). The different structural properties of the 

newly model have been studied. The maximum likelihood estimators of the parameters and 

the Fishers information matrix have been discussed. Further, a likelihood ratio test of the 

weighted model has been obtained.  
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Introduction 

 The concept of weighted distributions was given by Fisher (1934) to model the 

ascertainment bias. Later Rao (1965) developed this concept in a unified manner while 

modelling the statistical data when the standard distributions were not appropriate to record 

these observations with equal probabilities. As a result, weighted models were formulated in 

such situations to record the observations according to some weighted function. The weighted 

distribution reduces to length biased distribution when the weight function considers only the 

length of the units. The concept of length biased sampling was first introduced by Cox (1969) 

and Zelen (1974). More generally, when the sampling mechanism selects units with 

probability proportional to some measure of the unit size, resulting distribution is called size-

biased. There are various good sources which provide the detailed description of weighted 

distributions. Different authors have reviewed and studied the various weighted probability 

models and illustrated their applications in different fields. Weighted distributions are applied 

in various research areas related to reliability, biomedicine, ecology and branching processes. 

Fatima and Ahmad (2017) proposed the weighted Inverse Rayleigh distribution and derived 

its structural properties. Shanker & Shukla (2018) discussed a new generalized size-biased, 

Poisson-Lindley distribution with its applications to model size distribution. Also Para and 

Jan (2018) introduced the weighted Pareto type-II distribution as a new model for handling 

medical science data and studied its statistical properties and applications. Rather et al (2018) 

obtained a new size biased Ailamujia distribution with applications in engineering and 

medical science which shows more flexibility than classical distributions. Recently, Rather 

and Subramanian (2018) discussed about the characterization and estimation of length biased  

weighted generalized uniform distribution. 

 Mukherjee-Islam distribution was introduced by Mukherjee and Islam (1983). It is 

finite range distribution, which is one of the most important properties of reliability analysis 

in recent time. Its mathematical form is simple and can be handled easily, that is why, it is 

preferred to use over more complex distribution such as normal, weibull, beta etc. Dar et al 
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(2018) discussed about weighted mukherjee-islam distribution and its applications. Recently, 

Rather and Subramanian (2018) obtained the exponentiated mukherjee-islam distribution and 

its various statistical properties.  

 

 The probability density function of exponentiated Mukherjee-Islam distribution is given by  
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Weighted Exponentiated Mukherjee-Islam (WEMI) Distribution  

Suppose X is a non-negative random variable with probability density function (pdf)

 .xf  Let  xw  be the non negative weight function, then the probability density function of 

the weighted random variable wX is given by: 
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 where )(xw  be a non-negative weight function and         dxxfxwxwE .  

 In this paper, we will consider the weight function as   cxxw   to obtain the weighted 

exponentiated Mukherjee-Islam distribution . The probability density function of weighted 

exponentiated Mukherjee-Islam distribution is given as: 
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Substitute (1) in above equation, we will get the required pdf of weighted exponentiated 

Mukherjee-Islam distribution as 
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and the corresponding cdf of weighted exponentiated Mukherjee-Islam distribution is 

obtained as 
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Reliability Analysis 
          In this section, we have obtained the survival function, failure rate, reverse hazard rate 

and Mills ratio of the weighted exponentiated Mukherjee-Islam distribution. 

 The survival function or the reliability function of the weighted exponentiated 

Mukherjee-Islam distribution is 
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The hazard function or failure rate is given by 
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The reverse hazard rate function is given by 
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and the Mills ratio of the weighted exponentiated Mukherjee-Islam distribution is 
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Moments and Relative measures  

 Let X denotes the random variable of weighted exponentiated Mukherjee-Islam 

distribution with parameters α, p, c and θ, then the r-th order moment E(Xr) of weighted 

exponentiated Mukherjee-Islam distribution can be obtained as 
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Put r =1 in (5), we will get mean of weighted exponentiated Mukherjee-Islam distribution 

which is given by 
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If we put r =2 in (5), we have 
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Thus the variance of weighted exponentiated Mukherjee-Islam distribution is obtained as 
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Harmonic mean 

The Harmonic mean of the proposed model can be obtained as 
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Moment generating function and Characteristic function 

Let X have a weighted exponentiated Mukherjee-Islam distribution, then the MGF of X is 

obtained as 
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Using Taylor’s series 
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Similarly, the characteristic function of WEMID can be obtained  
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Shannon’s Entropy of weighted exponentiated Mukherjee-Islam distribution 

 Claude Shannon (1964) defined a formal measure of entropy, called Shannon 

Entropy. The Shannon’s entropy of a random variable X is a measure of the uncertainty and is 

given by E{-logf(x)}, where f(x) is the probability function of the random variable X. Thus, 

the Shannon’s entropy of the weighted exponentiated Mukherjee-Islam distribution can be 

obtained as 
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Substitute equation (7) in (6), we get 
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Renyi Entropy 

 Entropies quantify the diversity, uncertainty, or randomness of a system. The Renyi 

entropy is named after Alfred Renyi in the context of fractual dimension estimation, the 

Renyi entropy forms the basis of the concept of generalized dimensions. The Renyi entropy is 

important in ecology and statistics as index of diversity. The Renyi entropy is also important 

in quantum information, where it can be used as a measure of entanglement. For a given 

probability distribution, Renyi entropy is given by 
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Tsallis Entropy 

In recent years, a generalization of Boltzmann-Gibbs (B-G) statistical mechanics initiated by 

Tsallis has focussed a great deal to attention. This generalization of B-G statistics was 

proposed firstly by introducing the mathematical expression of Tsallis entropy (Tsallis, 1988) 

for a continuous random variable is defined as follows 
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Order Statistics 

 

 Let X(1), X(2), ...,X(n)  be the order statistics of a random sample X1, X2, ..., Xn drawn 

from the continuous population with probability density function  fx(x) and cumulative 

density function with Fx(x), then the pdf of rth order statistics X(r) can be written as  
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Substitute the values of (3) and (4) in equation (8), we will get the pdf of rth order statistics 

X(r) for weighted exponentiated Mukherjee-Islam distribution and is given by 
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From equation (9), the probability density function of higher order statistics X(n) can be 

obtained as 
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Similarly, the pdf of 1st  order statistic X(1)
 can be obtained as 
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Maximum Likelihood Estimators and Fisher’s Information Matrix 

 In this section, we will discuss the maximum likelihood estimators of the parameters 

of weighted exponentiated Mukherjee-Islam distribution. Consider X1,X2, ..., Xn be the 

random sample of size n from the weighted exponentiated Mukherjee-Islam distribution, then 

the likelihood function can be written as 
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The log likelihood function is 
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From equations (10), (11), (12) and (13) we obtain the MLE of α , p, c and θ given by 

 

 


























c

xn

n

p n

i
i

1

loglog

1
ˆ





 

 




























c

xn

n
p

n

i
i

1

loglog

1
ˆ




 

International Journal of Management, Technology And Engineering

Volume 8, Issue XI, NOVEMBER/2018

ISSN NO : 2249-7455

Page No:1336

































n

i
i

n

i
i

nx

nxnp

c

1

1

loglog

loglog

ˆ





 

 

 
result.absuredaniswhich,ˆ 

 Now we apply inspection method. Let us consider n-ordered samples  X(1),X(2), . . . ,X(n), then 

   0 ≤ X(1) ≤  X(2) ≤ . . . ≤ X(n) ≤θ 

 =>   θ ≥ X(n) 

 

Therefore, MLE of θ = X(n)  = the largest sample observation. 

      To obtain confidence interval we use the asymptotic normality results. We have that, if �� =

(��, �̂, �̂, ��)′ denotes the MLE of �� = (�, �, �, �)�, then 

 

            √�(��– λ)→N(0 , ���(λ)) 

 

  Where ���(λ) is Fisher’s Information Matrix given by 
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      λ being unknown, we estimate ���(λ) by ���(��) and can use this to obtain asymptotic 

confidence intervals for �, �, � and �.  

Likelihood Ratio Test 

 Let X1, X2, ... , Xn be a random sample from the weighted exponentiated Mukherjee-

Islam distribution. To test the hypothesis 
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We reject the null hypothesis if 
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Equivalently we reject the null hypothesis where 
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For large sample size n, 2 log∆ is distributed as chi-square distribution with one degree of 

freedom and also p-value is obtained from the chi-square distribution. Thus we reject the null 

hypothesis, when the probability value is given by 
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*** isandgnificanceoflevelspecifiedathanlessiswhere, 

the observed value of the statistic ∆*.  
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Conclusion 
 In this paper, we have proposed a new version of exponentiated Mukherjee-Islam 

distribution known as weighted exponentiated Mukherjee-Islam distribution. The distribution 

has a scale parameter and three shape parameters. The survival function, hazard rate, reverse 

hazard rate, moments have been obtained. The maximum likelihood estimators of the 

parameters and the Fishers information matrix have been discussed. The order statistics and 

the entropies like Shannon’s, Renyi and Tsallis have been obtained. Finally, a likelihood ratio 

test of the weighted model has been obtained. 
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