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ABSTRACT 

               A social network is a virtual environment powered by web technologies that 
enables users to publish and share all kinds of information and services with a global 
audience. Perhaps, social media is the vital area of the Internet, but, being open and social 
generates legitimate concerns about confidentiality and security. Private data is very 
valuable and privacy-preservation techniques provide access to sensitive contents by 
revealing more or less information to the users based on their credentials. This work 
focuses on the preservation of the output’s utility and, the detection and sanitization of 
terms that may cause disclosure of sensitive data due to semantic correlation.  
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1. INTRODUCTION 

A social network is made up of a set of social players and other social 
communications between players. Recently social networking sites such as Face book, 
Twitter, LinkedIn etc., have gained large popularity. Participating users of these sites form 
online social network, which provides sharing, organizing and finding contents and contacts. 
The relation between privacy and use of social network sites is very close and delicate [2]. 
Private information is very valuable when the information of many people gathered on 
social network sites. The popularity of online social network application increases serious 
problems about the security and privacy of their users. Privacy related with online social 
networking is influenced by the level of credentials of the data provided to its beneficiaries 
and its users. Even social networking sites that do not explicitly render the identities of their 
users may deliver adequate information to identify the profile of owner[1]. The commonly 
made mistakes that can expose an account in social network are: clicking on enticing Ads, 
connecting with strangers, using third party apps, exposing too much information, failing to 
utilize security settings, not logging out unknowingly. Growth of online social networks and 
publishing data in social network has led to the threat of leakage of private information of 
individuals. So there is need to protect owners profile and sensitive information[3]. 
The main aim of this paper is to prevent the risk of leakage of confidential information of 
individuals due to the development of online social networks and publication of social 
network. The rest of the paper is organized as follows: Section 2 provides literature review, 
section 3 presents dataset description, section 4 describes the methodology adopted, section 
5 provides experimental results and discussions and finally conclusion is given in section 6. 
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2. BACKGROUND STUDIES 

Privacy-preserving data mining has been studied widely because of the extensive 
dissemination of sensitive and secured information on the internet. A number of 
ontologybased techniques have been proposed for preserving the sensitive data. Viejo,A. et 
al. proposed technique to automatically detect the sensitive data in users publications and 
construct sanitized versions of data for the private content in social networks [9].  Sánchez, 
D. et al. proposed a model for document sanitization which provides a priori privacy 
guarantees but suffers from issues like semantic ambiguity, disambiguation and 
sparseness[4][5][6]. Viejo, A.andSánchez, Dproposedapproaches which tackle the threat in 
sensitive information of the user profiles  by generating and submitting dummy queries that 
are related to the interests of the user.This approach uses social networks to gather more 
precise user profiles that allow better personalized service while offering alike, or even 
better, level of practical privacy[8].Velásquez, J. D,et al., proposed a model which enables 
the determination, within each particular context, of those actions which can threaten 
individual privacy[7]. 

 

3. DATASET DESCRIPTION  

      For experimental purpose twitter dataset has been taken for sentimental analysis. The 
NASA twitter dataset is obtained from the Twitter through API; it is very easy to collect 
millions of tweets for training. It contains around 476 million tweets. Twitter data’s which 
contains @ symbol and #, !and URL’s tags are removed during preprocessing.Fig 1 presents 
the twitter dataset which contain references to other tweeters (@<user>) and hash tags 
#<tag>, punctuations (!), quotes and Fig 2 presents the preprocessed twitter dataset. 

 

Fig1: Sample Twitter Dataset 

 

Fig 2: Preprocessed Twitter Dataset 
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4. METHODOLOGY 

4.1 PRIVACY-PRESERVING GENERALIZATIONS 

The privacy requirements of the user are attained when setting up the system into the user’s 
environment. In this approach, the type of interactions between users of the social network 
contains three different privacy levels: 

1. User1(FULL ACCESS): Can see all the posts 

2. User2(PARTIAL ACCESS): Can see the generalized posts 
3. User3(NO ACCESS): Can see any of the posts 

The linguistic analysis is done on the input message to be published by the user and extracts 
potentially sensitive terms with regard to the thresholds of each privacy level.Replacing a 
sensitive term with a generalization (e.g., cancer - >disease), we are lowering the amount of 
information disclosed to a certain type of readers while retaining an amount of its 
semantics/utility.  

Assuming privacy requirements with n levels { L 0 ,…,L n-1 } and their corresponding n 
thresholds { T L0 ,…,T Ln-1 }, for each term t in a certain message m to be published do:  

 The system will not do anything and t will be published as is, so that readers in the level 
L0 (or higher) can use it. 

 The system acquires the most informative generalization g0(t) from the databases in use 
such that TL0 ≥ IC(g0(t)). 

 The system acquires the most informative generalization gi(t) from the databases in use 
such that TLi ≥ IC(gi(t)). 

 The system acquires the most informative generalization g0(t) from the databases in use 
such that TL0 ≥ IC(g0(t)). 

The sensitive words are identified by using linguistic analysis and then by using sanitization 
the words are generalized and then visible to user who is permitted with the partial access 
and then for no access. The terms or generalizations categorized in the lowermost privacy 
level (L0) will get available in the social network. 

4.2 PROTECTING SENSITIVE DATA 

The sets {S1,…,Sn-1} contain the termsor generalizations (i.e., sanitized versions) that are 
accessible for the users belonging to each privacylevel. The terms in{S1,…,Sn-1} are 
encrypted that each reader will get only the Si linked to the privacylevel Li.The set of 
encrypted elements will be used by authorized readers to obtain the right cryptographic keys 
and get the corresponding protected terms. It is to avoid availability issues or problems 
inherent to distributed solutions;the system stores the protected information in the servers of 
the social network.  

 

5. EXPERIMENTAL RESULTS AND DISCUSSIONS 

    Input is syntactically analyzed and protected messages in social networks and their 
percentage of information preservation shows that User has published a message that most 
of the members are affected by cancer. Therefore, according to the permission, L2 readers 
can know everything, thus TL2 =∞. L1 readers can only know the generalized term which, 
according to the generalizations of CANCER in the knowledge base’s in use would 
correspond to “disease” TL0 = IC(“disease”) = - log2(126E6/17E9) = 7,1.finally, any 
external entity, which in this case would be only the social network operator that 
corresponds to L0, will not even know the type, that is TL0 = 0,.  This does not allow any 
information accessed by the user. Reader L0 only know encrypted message. 
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Terms and generalizations published in the social network and stored in the Si 
corresponding to each privacy level Li; $ states that the generalization for Si is the same as 
such already published. The last row shows the size (in bytes) of each Si to be stored in 
attached images. Table 1shows, “In NASA many people having disease problem”, in this 
tweet sensitive word cancer is generalized to disease and it is stored in images to publish to 
other users. 

Table 1. Size of Each Si to be stored in attached images 

PUBLISHED S1 S2 

Many $ Many 

People $ People 

Having $ Having 

Disease Disease Cancer 

Problem $ Problem 

NASA $ NASA 

Bytes to store 15 bytes 59 bytes 

Ontology based disambiguating technique is adopted which gives highest score for each 
word and the different levels of access provided for the user is shown in Fig 3, 4 and 5. Fig 
3 shows that when the user is provided with full access, they can view full tweets. Fig 4 
shows that the user provided with partial access can view generalized tweets by using 
ontology technique wherein Fig 5 indicates that user permitted with no access can view only 
encrypted message. 

Also a comparison of sanitization and ontology method in terms of Precision, Recall, F-
Measure is done and is shown in Fig 6.Precision value of sanitization method is 80% and of 
Ontology method is 83%. Recall value of sanitization is 70% and ontology is 77% and an F-
Measure value of ontology is 79.8% and sanitization is 74.6%.  

 

Fig 3: Disambiguating Technique for Full Access 

 

Fig 4: Disambiguating Technique for Partiall Access 
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Fig 5: Disambiguating Technique for No Access 

 

 

Fig 6: Overall Performance comparison 

 

6. CONCLUSION 

In the recent years, privacy of data in online social networks data has been of ultimate 
concern. In this proposed work, the preservation of the output’s utility and, the detection and 
sanitization of terms are focused it may cause disclosure of sensitive data due to semantic 
correlation. In addition to that ontology’s are used to retrieve the generalization. The 
experiments are conducted in terms of recall, precision and F-measure. From the 
experimental results it is proved that the proposed method has high precision, recall and F-
measure than the existing methods.The scope of the privacy preserving in online social 
networks still to be explored.  
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