
 

 

Review on Swarm Robotics  
 

 

KVS Mohan Vamsi1, Harjot Singh Gill2 

1Student, Department of Mechatronics Engineering Chandigarh University, 

Gharuan 
2Assistant Professor, Department of Mechatronics Engineering Chandigarh 

University, Gharuan 

konugolumvmv@outlook.com 

Abstract 

The Swarm robotics is a field of robotics where many small robots which only have 

basic functioning are collectively used to accomplish a greater task. This field of robotics 

is inspired by insects and there collective intelligence. Deep learning is a sub-part of 

machine learning in which the program is made to learn all by it self by the actions 

available and environment provided to it. We use deep learning with swarm robotics to 

achieve the true swarm intelligence that we were unable to achieve before. In this paper, 

we will discuss advancement of current technology in this field achieved by use of state-

of-art deep learning algorithms. 
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 I. Introduction 

In nature one of the most efficient insects are ants and this is mainly because of the 

swarm intelligence shown by them. The word swarm intelligence refers to the collective 

intelligence shown by the ants or other insects in which they coordinate very efficiently 

among a huge number a certain feat hard for a human population of accomplish without 

the help of mother nature. Even though the idea of swarm robotics has been around for a 

long while the ideal algorithm and idea to make it into a perfect reality was always 

missing but not anymore with the recent advancement in the field of robotics as well as 

the field of artificial intelligence everything is possible now machines themselves have 

the power to out perform a human mind as proven by alpha go in the recent year. With the 

help of machine learning all the swarm robots can be made to discover the best possible 

algorithm themselves and the actions they need to perform to accomplish all by 

themselves. This method is very effective as removes the human error or coding 

inefficient steps needs for making the swarm working.  

This amazing feat is not just achieved by any machine learning but a sub field of 

machine learning knows as reinforcement learning. One particular learning that has been 

very successful in teaching the algorithms what to do is q-learning. The goal of Q-

Learning is to learn a policy, which tells an agent what action to take under what 

circumstance. A q-learning policy is what makes the coding of swarm robots so simple 

and easy then previously done before. In this the robots are constantly learning how to 

collaborate with each other and learning how to complete the giving task to the group 

with the highest efficiency. 

II. Research Domain 

1. Biological inspiration  

For example, Swarm robotics and the related idea of swarm insight, is motivated by a 

comprehension of the decentralized instruments that underlie the association of common 

swarms, for example, ants, honey bees, winged animals, angle, wolfs and even people. 
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Social creepy crawlies give extraordinary compared to other known models of natural self 

sorted out conduct. By methods for neighborhood and constrained correspondence, they 

can achieve noteworthy conduct accomplishments: keeping up the strength of the state, 

thinking about their young, reacting to intrusion et cetera. Thomas et al. has dissected the 

conduct of a gathering of robots associated with a question recovery  

undertaking where the robots' control framework is propelled by a model of ants' 

rummaging practices. The sub-undertakings allocated to the robots are extricated from 

basic conduct of subterranean insect swarms for example, look, recover, store, return and 

rest. Thoughts motivated from such aggregate practices have prompted the utilization of 

pheromone , a concoction substance kept by ants and comparable social creepy crawlies 

keeping in mind the end goal to stamp the earth with data to help different ants at a later 

time. Likewise David et al and Cazangi et al utilized pheromones to accomplish between 

robot correspondence component in their examination. A larger amount of research in this 

zone, leaded to the investigations of participation and collaboration capacities in warm 

blooded animals.. Bill Tomlinson et al made an intelligent virtual multi-operator 

framework in light of the conduct of packs of dim wolves (Canis lupus). Their virtual 

wolves can shape social associations with one another through the component of social 

relationship development includes feeling, recognition, and learning. In Terrence Fong et 

al. have investigated on socially intelligent robots. They have demonstrated their robots to 

embrace people's social cooperations. 

 

2. Communication 

At the point when an undertaking requires participation, there is a requirement for 

some type of correspondence between the taking part operators. There has been much 

discussion about the level of correspondence that ought to be permitted between such 

frameworks. A large portion of the open literary works have made refinements between 

verifiable/circuitous and express/coordinate interchanges. Certain correspondence (in 

some cases too called stigmergy is a technique for conveying through nature. Pheromone 

correspondence is a sort of verifiable correspondence. There a numerous papers that have 

investigated the utilization of pheromone flag to pass on messages inside the robots in the 

swarm .A more elevated amount of pheromone called "virtual pheromone" was 

acquainted with utilize basic correspondence and coordination to accomplish extensive 

scale results in the territories of observation, surveillance, risk identification, and way 

finding.Unequivocal correspondence is the sort of correspondence in which the robots 

straightforwardly pass messages to one another or potentially to the human administrator . 

McPartland et al. has made examination among verifiable and express interchanges 

hypothesis by applying it to two unique swarms of robot which is relegated to investigate 

a given situation in the most limited timeframe. Paul et al.presented and investigated 

straightforward correspondence techniques which actualized understood and express 

correspondence. Hayes et al.portrayed an appropriated calculation for comprehending the 

full scent limitation assignment, and demonstrated that gathering execution can surpass 

that of a solitary robot utilizing express correspondence. Correspondence between robots 

can increase their abilities and increment the productivity. Despite the fact that there is no 

reasonable end on what kind of correspondence is better for robot swarms, yet a large 

portion of the momentum examine is pointing towards certain correspondence for its 

hearty attributes 

 

3. Control approach  
 Iocchi et al as plainly recognized appropriated and concentrated control as:  

• Centralized: the association of a framework having a mechanical operator (a pioneer) 

that is accountable for sorting out crafted by alternate robots; the pioneer is engaged with 

the decisional procedure for the entirety group, while alternate individuals act as indicated 

by the bearings of the pioneer.  
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• Distributed: the association of a framework formed by mechanical operators which are 

totally independent in the decisional procedure concerning one another; in this class of 

frameworks a pioneer does not exist. Lynne investigated the focal points and the  

detriments of the control approaches and revealed that choosing the best possible 

harmony among brought together and disseminated control is the way to accomplish the 

coveted rising amass conduct in a swarm of robots. Steele et al.introduced "Coordinated 

Stigmergy-Based Control" which consolidates the upsides of disseminated control and  

brought together control. In any case, both disseminated and brought together control 

approaches have contributed exclusively to the investigation of swarm robotics and have 

created fascinating trial results. 

 

4. Mapping and localization 

Mapping is a portrayal of the physical conditions through the versatile robots tangible 

information into spatial models . Restriction is characterized as finding the outright or 

objective area of robot in the spatial models produced . Since the improvement of research 

in mapping and limitation advanced, the issues that tends to mapping furthermore, 

limitation has been alluded to as concurrent confinement and mapping (SLAM) or 

simultaneous mapping what's more, restriction (CML). Hammer or CML is the issue of  

gaining a guide of an obscure domain with a moving robot, while at the same time 

restricting the robot with respect to this guide . The SLAM issue tends to circumstances 

where the robot does not have a worldwide situating sensor. Rather, it needs to depend on 

an of incremental egomotion for robot position estimation (e.g., odometry). To tackle the 

issue of odometry in SLAM, numerous methodologies have been made through  

the use of different channels presented .There are two particular mapping approaches 

accessible in particular topological mapping and geometric mapping. A topological guide 

is a conceptual encoding of the auxiliary attributes of a domain. Regularly, topological 

maps speak to the earth as an arrangement of unmistakable places utilizing focuses (e.g., 

rooms), associated by groupings of robot practices utilizing lines (e.g., divider following). 

A geometric guide, then again, is a portrayal of the exact geometric attributes of nature, 

much like a story plan. 

 

5.Motion Coordination 

Investigating into this space, way arranging in swarm robotics has pulled in a 

considerable measure of consideration in the previous two decades. The issue of portable 

robots way arranging is characterized as takes after: "for a given robot and a situation 

depiction, plan a course between two particular areas, which must be address of issues 

and go to all the advancements criteria" . Concentrates in way arranging can be 

partitioned to nearby way arranging and worldwide way arranging. In nearby way 

arranging, the arranging depends on the data given by sensors introduced on the robot, 

which give points of interest about the obscure condition . In the worldwide arranging 

case, the earth's model is decisively characterized , what's more, the route is performed 

with the data known in priori.  

The essential way arranging issue manages static conditions , in which the workspaces 

exclusively containing stationary snags of which the geometry is known. A characteristic 

augmentation to the fundamental way arranging issue is arranging in unique conditions , 

in which other than stationary snags, likewise moving impediments are present.  

Different calculations has been acquainted with handle the issues in way getting ready for 

instance fluffy rationales , molecule swarm streamlining (PSO) , subterranean insect 

settlement streamlining (ACO) , D and K-Bug . The vast majority of the calculations 

mean to fathom the briefest way [53-54] issue in way arranging. Almost all the past work 

has been gone for 2D condition; just a few papers considered 3D situations, for example, 

the work exhibited by Yoshifumi et al and Atsushi et al.  

The development age issue is characterized as the coordination of a gathering of robots to 

get into and keep up a development with a specific shape, for example, circle , line or 
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even self-assertive shapes . Erkin et al. has partitioned arrangement age into two 

gatherings. The first aggregate incorporates examines where the coordination is finished 

by a concentrated  unit that can supervise the entire gathering and direction the individual 

robots as needs be. The second gather contains conveyed systems for accomplishing the 

coordination. Different control techniques in arrangement age, for example, conduct 

based methodology , potential field approach and pioneer supporter approach can be 

received to accomplish coordination. 

 

III. Literature Review 
In this paper [4], Yogeswaran Mohan et. al. S. G. Ponnambalam has discussed about  

what is the main principles behind the field of robotics known as swarm robotics. He has 

discuss the varies aspects related to this field and the current state-of-the-art techniques 

about swarm robotics and the approach taken by different personalities. He states that this 

field is still very young and much under development no true success has yet been found 

in this field as we are unable to perfectly mimic the swarm behavior of the insects these 

robots are inspired from. There are many challengences faced by us to in make a swarm 

robotics projects the most prominent one being how to code such a huge mass of robots 

and make them coordinate with one another. The coding part was made easy by the 

introduction of machine learning in which we use previous data collected by us to teach 

the robots how to coordinate among themselves. Later there came a much before way of 

executing these machine learning algorithms known as the neural networks these network 

are based on human brain and can speed up the process of machine learning 

dramastically. 

The localization of the swarm robots is done with the help of other robots of the same 

swarm .In this process first a set of robots which are at the outer most places and onces a 

particular task is giving to the swarm of robots the outmost or say the most appropriate 

robots are selected and then placed as reference robots for all the rest of the robots. The 

swarm robots also use the robots adjacent to themselves for the localization this method is 

most efficient as it makes the whole system very adaptable to the environment and 

dynamic. 

In this paper [1], Qiyang Li et. al. Xintong Du  et. al. Yizhou Huang  et. al. Quinlan 

Sykora  et. al. Angela P. Schoellig has majorly talked about The control systems and the 

control method used in swarm robotics is also very important as it decides the how well 

the swarm robots will perform a particular task there are mainly two ways of control in 

swarm robotics the first one being centralized way in this method the robots are controlled 

using a central processing unit which mostly overlooks the whole swarms movement and 

tells each one what to do and when to do the swarm robots simply follow commands 

given by the central brain. For this we have to give commands just to the central 

processing unit and then later the central system calculates which robots has to placed 

where and send the data forward. This method usually contains some feedback such as a 

camera to monitor the swarm movement or some kind of sensor. The second method of 

control in swarm robots is the decentralized approach, In this approach every robot is 

packed with sensors for feedback from both the environment as well as fellow robots. In 

this a task in for of signals is transmitted to all the robots at once and later the robots 

decide themselves what to do and where they have to be placed with respect to the 

position of their fellow robots. This way control reduces the stress and the bulk of 

processing required on the central processing unit and hence this process becomes much 

faster as the robots constantly adjust themselves according to their fellow robots the task 

completion becomes more and more robust. 

After all this comes the challenge of making the robots capable of performing certain 

tasks for that they need some means of interaction with the environment as well as a 

means to interact with other robots. Their are many ways to achieve this suck as use of 

grippers with every robot this helps them to grab on to objects a for completion of task 
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and also when needed grab onto other robots to help them complete a bigger task not 

possible by just one robot. 

In this paper [2], Maximilian Hüttenrauch et. al.  Adrian Šošić et. al.  Gerhard Neumann 

have discussed how the programming and working of swarm robotics can be improved 

with the help of deep reinforcement learning in deep reinforcement learning a system or a 

robot is programmed using a reinforcement learning algorithm made more efficient. In 

this they have used a very simple robot called the kilobot which has very basic 

functioning and only has three legs which make the robot move by using 2 vibrating 

motors attached to it. These robots have a simple ir sensor which is used by them to 

communicated with each other this ir sensor is used to receive as well as send the data in 

between the robots. The senor is placed on the bottom of the robot and has a range of 7 

cm . These robots were controlled by a central control and the central control had deep 

learning algorithms which was used to navigate all the robots to the respective position by 

iterating each one and checking if they r at the right position as the experiment progressed  

the system learned better and better how to coordinate and control the robots better to 

reduce the time taken to accomplish a task.  

IV. Conclusion 

The majority of the examination directed depended on the organic motivations received 

from the practices of ants, honey bees and winged animals. Certain correspondence 

appears to give more heartiness in the correspondence engineering of swarm robotics. 

Conveyed control engineering was favored contrasted with brought together engineering 

to forestall single point disappointments. To the extent mapping and limitation is 

concerned, work is as yet being kept out to fine melody the issues confronted in this area. 

In protest transportation and control, confining is favored over the accessible techniques 

as the imperatives in the space can be decreased and kept straightforward. In most recent 

two decades, explore in reconfigurable robotics has taken a decent advancement. All 

things considered, this area is still at its newborn child arrange. Way arranging and 

arrangement age is one of the fundamental spaces that got a great deal of consideration 

from the creators. A great deal of new heuristics and calculations were acquainted with 

tackle the issues in this space. In the learning space, support learning (RL) was given 

much enthusiasm by the scientists. In assignment portion space, heterogeneous and 

homogenous frameworks are broadly talked about. This space has contributed being 

developed of different strategies as recorded in the paper. 
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